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1 Proofs for Elimination Contest with One Overconfident and
Three Rational Players

Proof of Lemma 3

Player i’s best response in a final with j, Rf
i (ej), is defined by8>><>>:

�
2�i

e�j

e�+1
i

�u = c if �ie�i > e�j

�
2
�i

e��1
i

e�j
�u = c if �ie�i 6 e�j

Hence, the slope of player i’s best response in the final is

�
@Rfi (ej)

@ej

@Rfi (ej)

@ei

= �
@2 eEf (Uij)

@ei@ej

@2 eEf (Uij)

@e2
i

=

8>>>>>>>><>>>>>>>>:

�
�2

2�i

e��1
j

e�+1
i

�u

�(1+�) �
2�i

e�
j

e�+2
i

�u
= �

1+�
ei
ej

if �ie�i > e�j

�
��

2

2
�i
e��1
i

e�+1
j

�u

�(1��)�
2
�i
e��2
i
e�
j

�u

= � �
1��

ei
ej

if �ie�i < e�j

Therefore, the sign of the slope of player i’s best response in the final is positive for
�ie

�
i > e�j and negative for �ie�i < e�j . This implies that Rf

i (ej) increases in ej for
�ie

�
i > e�j , reaches the maximum at �ie�i = e�j , and decreases in ej for �ie�i < e�j .

Proof of Lemma 4

From player i’s best response in the final (see Lemma 3) we have

@Rf
i (ej)

@�i
=

8>><>>:
� �

2�2
i

e�j

e�+1
i

�u if �ie�i > e�j

�
2

e��1
i

e�j
�u if �ie�i 6 e�j

We see that @Rf
i (ej)=@�i 6 0 for �ie�i > e�j and @Rf

i (ej)=@�i > 0 for �ie�i 6 e�j . Sub-
stituting e�j = �ie

�
i into player i’s best response in the final and denoting the maximal

effort that i is willing to invest in the final by efmaxi we obtain

�

2�i

�i(e
fmax
i )�

(efmaxi )�+1
�u = c

or
efmaxi =

�

2c
�u:

This implies that the value of ei corresponding to the maximum value of player i’s best
response in the final, efmaxi , does not depend on �i.
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Proof of Proposition 2

The final stage

pf13 =

(
1� 1

2

e�3
e�1

if e�1 > e�3
1
2

e�1
e�3

if e�1 6 e�3

pf31 =

(
1� 1

2

e�1
e�3

if e�3 > e�1
1
2

e�3
e�1

if e�3 6 e�1

Rational player 1 max Ef (U13) = pf13�u+ u(w2)� ce1

=

8<:
�

1� 1
2

e�3
e�1

�
�u+ u(w2)� ce1 if e�1 > e�3

1
2

e�1
e�3

�u+ u(w2)� ce1 if e�1 6 e�3

Rational player 3 max Ef (U31) = pf31�u+ u(w2)� ce3

=

8<:
�

1� 1
2

e�1
e�3

�
�u+ u(w2)� ce3 if e�3 > e�1

1
2

e�3
e�1

�u+ u(w2)� ce3 if e�3 6 e�1

There are 2 cases.(
e�1 > e�3
e�1 6 e�3

1. equilibrium efforts

(1) case 1: e�1 > e�3

Player 1 max Ef (U13) =
�

1� 1
2

e�3
e�1

�
�u+ u(w2)� ce1

Player 3 max Ef (U31) = 1
2

e�3
e�1

�u+ u(w2)� ce3

F.o.c

[e1] �
2

e�3
e�+1

1

�u� c = 0

[e3] �
2

e��1
3

e�1
�u� c = 0

S.o.c

[e1] �
2
(��� 1)

e�3
e�+2

1

�u < 0

[e3] �
2
(�� 1)

e��2
3

e�1
�u < 0

Solve F.O.C , we get e1 = e3 = �
2c

�u
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(2) case 2: e�1 6 e�3

The same as the previous case.

Thus the unique equilibrium is ef = ef1 = ef3 = �
2c

�u,

2. winning probabilities

The true winning probabilities are

pf = pf13 = pf31 =
1

2

3. expected utilities of final

E
f
(U) = Ef (U13) = Ef (U31) =

1

2
[u(w1) + u(w2)]� c �

2c
�u =

1� �
2

u(w1) +
1 + �

2
u(w2)

Since 0 < � 6 1, we have Ef
(U) > 0. The participation constraints are satisfied.

The semifinals stage

1. Expected utilities of reaching the final

Using the expected utility of the final, we can get the expected utility of reach-
ing the final.
Player 1’s expected utility of reaching the final is given by

v1 = ps34E
f (U13) + ps43E

f (U14) = E
f
(U) =

1� �
2

u(w1) +
1 + �

2
u(w2)

Since all 4 players are identical,

v = v1 = v2 = v3 = v4 =
1� �

2
u(w1) +

1 + �

2
u(w2):

2. Equilibrium efforts in the semifinal

Using the extension of the equilibrium result in the final, we can get that

es = es1 = es2 = es3 = es4 =
�

2c
v =

�

2c

�
1� �

2
u(w1) +

1 + �

2
u(w2)

�
3. True winning probabilities

ps = ps12 = ps21 = ps34 = ps43 =
1

2

4. Expected utilities of semifinal

E
s
(U) =

1

2
v � c �

2c
v =

1� �
2

v =
1� �

2

�
1� �

2
u(w1) +

1 + �

2
u(w2)

�
Since 0 < � 6 1, we have Es

(U) > 0. The participation constraints are satisfied.
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5. the prize spread that satisfies es < ef

es < ef () �

2c

�
1� �

2
u(w1) +

1 + �

2
u(w2)

�
<

�

2c
�u

() (1� �)u(w1) + (1 + �)u(w2) < 2�u

() (3 + �)u(w2) < (1 + �)u(w1)

() u(w1)

u(w2)
>

3 + �

1 + �

Since � 2 (0; 1] this inequality is satisfied for all � when u(w1) > 3u(w2).

Proof of Proposition 3

The perceived winning probabilities of the players are:

epf13 =

(
1� 1

2

e�3
�1e�1

if �1e
�
1 > e�3

1
2

�1e�1
e�3

if �1e
�
1 6 e�3

pf31 =

(
1� 1

2

e�1
e�3

if e�3 > e�1
1
2

e�3
e�1

if e�3 6 e�1

Overconfident player 1 max eEf (U13) = epf13�u+ u(w2)� ce1

=

8<:
�

1� 1
2

e�3
�1e�1

�
�u+ u(w2)� ce1 if �1e

�
1 > e�3

1
2

�1e�1
e�3

�u+ u(w2)� ce1 if �1e
�
1 6 e�3

Rational player 3 max Ef (U31) = pf31�u+ u(w2)� ce3

=

8<:
�

1� 1
2

e�1
e�3

�
�u+ u(w2)� ce3 if e�3 > e�1

1
2

e�3
e�1

�u+ u(w2)� ce3 if e�3 6 e�1

There are 4 cases.8>>><>>>:
�1e

�
1 > e�3 and e3 > e1

�1e
�
1 > e�3 and e3 6 e1

�1e
�
1 6 e�3 and e3 > e1

�1e
�
1 6 e�3 and e3 6 e1

Since �1 > 1, the fourth case is impossible.

1. equilibrium efforts

(1) case 1: �1e
�
1 > e�3 and e3 > e1

Player 1 max
�

1� 1
2

e�3
�1e�1

�
�u+ u(w2)� ce1
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Player 3 max
�

1� 1
2

e�1
e�3

�
�u+ u(w2)� ce3

F.o.c

[e1] �
2�1

e�3
e�+1

1

�u� c = 0

[e3] �
2

e�1
e�+1

3

�u� c = 0

S.o.c

[e1] �
2�1

(��� 1)
e�3
e�+2

1

�u < 0

[e3] �
2
(��� 1)

e�1
e�+2

3

�u < 0

Solve F.O.C , we get
e1 =

�

2c
�
� �+1

2�+1

1 �u

e3 =
�

2c
�
� �

2�+1

1 �u

Check the conditions �1e
�
1 > e�3 and e3 > e1:

�1e
�
1 > e�3 () �1

�
�

2c
�
� �+1

2�+1

1

��
>
� �

2c
�
� �

2�+1

1

��
()

� �
2c

��
�
� (�+1)�

2�+1
+1

1 >
� �

2c

��
�
� �2

2�+1

1

() �
� (�+1)�

2�+1
+1+ �2

2�+1

1 > 1

() �
�+1

2�+1

1 > 1

() � + 1

2� + 1
> 0

e3 > e1 ()
�

2c
�
� �

2�+1

1 >
�

2c
�
� �+1

2�+1

1 () �
� �

2�+1

1 > �
� �+1

2�+1

1 () �
1

2�+1

1 > 1() 1

2� + 1
> 0

The conditions are always satisfied.
(2) case 2: �1e

�
1 > e�3 and e3 6 e1

Player 1 max
�

1� 1
2

e�3
�1e�1

�
�u+ u(w2)� ce1

Player 3 max 1
2

e�3
e�1

�u+ u(w2)� ce3

F.o.c

[e1] �
2�1

e�3
e�+1

1

�u� c = 0

[e3] �
2

e��1
3

e�1
�u� c = 0
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divide the two F.O.C , we get
e3

e1

= �1 > 1

which contradicts the condition that e3 6 e1

(3) case 3: �1e
�
1 6 e�3 and e3 > e1

Player 1 max 1
2

�1e�1
e�3

�u+ u(w2)� ce1

Player 3 max
�

1� 1
2

e�1
e�3

�
�u+ u(w2)� ce3

F.o.c

[e1] ��1

2

e��1
1

e�3
�u� c = 0

[e3] �
2

e�1
e�+1

3

�u� c = 0

divide the two F.O.C , we get

e3

e1

=
1

�1

< 1

which contradicts the condition that e3 > e1

Thus the unique equilibrium is

ef1 =
�

2c
�
� �+1

2�+1

1 �u

ef3 =
�

2c
�
� �

2�+1

1 �u

where �1e
�
1 > e�3 and e3 > e1.

We show that ef1 < ef and ef3 < ef :

ef1 < ef () �

2c
�
� �+1

2�+1

1 �u <
�

2c
�u() �

� �+1
2�+1

1 < 1

ef3 < ef () �

2c
�
� �

2�+1

1 �u <
�

2c
�u() �

� �
2�+1

1 < 1

2. equilibrium winning probabilities

The true winning probabilities are

pf13 =
1

2

 
ef1

ef3

!�

=
1

2

�
�
� 1

2�+1

1

��
=

1

2
�
� �

2�+1

1

pf31 = 1� pf13 = 1� 1

2
�
� �

2�+1

1
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The overconfident player 1’s perceived winning probabilities are

epf13 = 1� 1

2

(ef3)�

�1(ef1)�
= 1� 1

2

�
�
2c
�
� �

2�+1

1 �u
��

�1

�
�
2c
�
� �+1

2�+1

1 �u

�� = 1� 1

2

�
�
� �

2�+1

1

��
�1

�
�
� �+1

2�+1

1

�� = 1� 1

2
�
� �+1

2�+1

1

We show that epf13 > pf31 >
1
2
> pf13:

epf13 > pf31 () 1� 1

2
�
� �+1

2�+1

1 > 1� 1

2
�
� �

2�+1

1 () 1

2
�
� �

2�+1

1 >
1

2
�
� �+1

2�+1

1 () �
1

2�+1

1 > 1

pf31 >
1

2
() 1� 1

2
�
� �

2�+1

1 >
1

2
() �

� �
2�+1

1 < 1

pf13 <
1

2
() 1� pf31 <

1

2
() pf31 >

1

2

3. expected utilities of finaleEf (U13) = epf13u(w1) + (1� epf13)u(w2)� cef1

=

�
1� 1

2
�
� �+1

2�+1

1

�
u(w1) +

1

2
�
� �+1

2�+1

1 u(w2)� �

2
�
� �+1

2�+1

1 �u

= u(w1)� 1 + �

2
�
� �+1

2�+1

1 �u

Ef (U31) = pf31u(w1) + (1� pf31)u(w2)� cef3

=

�
1� 1

2
�
� �

2�+1

1

�
u(w1) +

1

2
�
� �

2�+1

1 u(w2)� �

2
�
� �

2�+1

1 �u

= u(w1)� 1 + �

2
�
� �

2�+1

1 �u

We show that eEf (U13) > Ef (U31) > E
f
(U):

eEf (U13) > Ef (U31)

() u(w1)� 1 + �

2
�
� �+1

2�+1

1 �u > u(w1)� 1 + �

2
�
� �

2�+1

1 �u

() �1 + �

2
�
� �+1

2�+1

1 �u > �1 + �

2
�
� �

2�+1

1 �u

() �
� �

2�+1

1 > �
� �+1

2�+1

1

Ef (U31) > E
f
(U)

() u(w1)� 1 + �

2
�
� �

2�+1

1 �u > u(w1)� 1 + �

2
�u

() �1 + �

2
�
� �

2�+1

1 �u > �1 + �

2
�u

() 1 > �
� �

2�+1

1

Since Ef
(U) > 0, the participation constraints of both players are satisfied.
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Proof of Lemma 5

The best response of player i in the semifinal with h, Rs
i (eh), is defined by8>><>>:

�
2�i

e�h
e�+1
i

evi = c if �ie�i > e�h

�
2
�i

e��1
i

e�h
evi = c if �ie�i 6 e�h

Hence,

@Rs
i (eh)

@�i
=

8>><>>:
� �

2�2
i

e�h
e�+1
i

evi + �
2�i

e�h
e�+1
i

@evi
@�i

= �
2�2
i

e�h
e�+1
i

�
�evi + �i

@evi
@�i

�
if �ie�i > e�h

�
2

e��1
i

e�h
evi + �

2
�i

e��1
i

e�h

@evi
@�i

= �
2

e��1
i

e�h

�evi + �i
@evi
@�i

�
if �ie�i 6 e�h

(1)

Since @evi
@�i

> 0 it follows from (1) that @Rsi
@�i

> 0 for �ie�i 6 e�j . Since @evi
@�i

> 0 it also follows
from (1) that @evi

@�i

�ievi < 1(> 1), then @Rsi
@�i

< 0(> 0) for �ie�i > e�j . Substituting e�j = �ie
�
i

into player i’s best response in the semifinal and denoting the maximal effort that i is
willing to invest in the semifinal by esmaxi we obtain

�

2�i

�i(e
smax
i )�

(esmaxi )�+1
evi = c

or
esmaxi =

�

2c
evi:

Since evi increases with �i, it follows from the last equality that esmaxi increases with �i.

Proof of Proposition 4

1. Perceived expected utilities of reaching the final

Using Proposition 3, we can get the perceived expected utilities of reaching the
final of each player.

Overconfident player 1:

ev1 = ps34
eEf (U13) + ps43

eEf (U14)

Since player 3 and 4 are identical, eEf (U13) = eEf (U14)

ev1 = u(w1)� 1 + �

2
�
� �+1

2�+1

1 �u

Since eEf (U13) > E
f
(U), we can get ev1 > v.

Rational player 2:

v2 = ps34E
f (U23) + ps43E

f (U24)

Since players 3 and 4 are identical, Ef (U23) = Ef (U24)

v2 =
1� �

2
u(w1) +

1 + �

2
u(w2) = v

9



2. The equilibrium efforts and winning probabilities

Player 1 max eEs(U12) = eps12ev1 � ce1

=

8<:
�

1� 1
2

e�2
�1e�1

�ev1 � ce1 if �1e
�
1 > e�2

1
2

�1e�1
e�2
ev1 � ce1 if �1e

�
1 6 e�2

Player 2 max Es(U21) = ps21v2 � ce2

=

8<:
�

1� 1
2

e�1
e�2

�
v2 � ce2 if e2 > e1

1
2

e�2
e�1
v2 � ce2 if e2 6 e1

There are 4 cases.8>>><>>>:
�1e

�
1 > e�2 and e2 6 e1

�1e
�
1 > e�2 and e2 > e1

�1e
�
1 6 e�2 and e2 > e1

�1e
�
1 6 e�2 and e2 6 e1

Since �1 > 1, the fourth case is impossible.

(1) case 1: �1e
�
1 > e�2 and e2 6 e1, which corresponds to (i).

Player 1 max
�

1� 1
2

e�2
�1e�1

�ev1 � ce1

Player 2 max 1
2

e�2
e�1
v2 � ce2

F.o.c

[e1] �
2�1

e�2
e�+1

1

ev1 � c = 0

[e2] �
2

e��1
2

e�1
v2 � c = 0

S.o.c

[e1] �
2�1

(��� 1)
e�2
e�+2

1

ev1 < 0

[e2] �
2
(�� 1)

e��2
2

e�1
v2 < 0

Solve the two F.O.C , we get

e1 =
�

2c
���1

1 (ev1)1��(v2)�

e2 =
�

2c
��1 (ev1)��(v2)�+1

10



e2

e1

= �1
v2ev1

Check the conditions �1e
�
1 > e�2 and e2 6 e1:

1○ �1e
�
1 > e�2

As long as e1 > e2 is satisfied, �1e
�
1 > e�2 is satisfied.

2○ e2 6 e1

e1 > e2 ()
ev1

�1v2

> 1

()

�
u(w1)

u(w1)�u(w2)
� 1+�

2
�
� �+1

2�+1

1

�
�u

�1

h�
u(w1)

u(w1)�u(w2)
� 1+�

2

�
�u
i > 1

() u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1 > �1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2

�
Let

f(�1) =

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

�
� �1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2

�
we can easily get that f(�1 = 1) = 0 and f(�1 !1) < 0.

f 0(�1) =
(1 + �)2

2(2� + 1)
�
� �+1

2�+1
�1

1 �
�

u(w1)

u(w1)� u(w2)
� 1 + �

2

�

f 0(�1) S 0() (1 + �)2

2(2� + 1)
�
� �+1

2�+1
�1

1 S
u(w1)

u(w1)� u(w2)
� 1 + �

2

() (1 + �)2

2� + 1

u(w1)� u(w2)

(1� �)u(w1) + (1 + �)u(w2)
S �

�+1
2�+1

+1

1

()
�

(1 + �)2

2� + 1

u(w1)� u(w2)

(1� �)u(w1) + (1 + �)u(w2)

� 1
�+1

2�+1 +1

S �1

Let g(�) =
h

(1+�)2

2�+1
u(w1)�u(w2)

(1��)u(w1)+(1+�)u(w2)

i 1
�+1

2�+1 +1

a) g(�) 6 1

if g(�) 6 1, then f 0(�1) < 0 always holds. Which means f(�1) < 0
always holds, thus e1

e2
< 1 always holds.
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g(�) 6 1() (1 + �)2

2� + 1

u(w1)� u(w2)

(1� �)u(w1) + (1 + �)u(w2)
6 1

() (1 + �)2

2� + 1
6

(1� �)u(w1) + (1 + �)u(w2)

u(w1)� u(w2)

() (1 + �)2�u 6 (2� + 1)[(1� �)u(w1) + (1 + �)u(w2)]

() (� + 3�2)u(w1) 6 (2 + 5� + 3�2)u(w2)

() u(w1)

u(w2)
6

2 + 5� + 3�2

�(1 + 3�)

() u(w1)

u(w2)
� 1 6

2 + 5� + 3�2

�(1 + 3�)
� 1

() u(w1)� u(w2)

u(w2)
6

2(1 + 2�)

�(1 + 3�)

When u(w1)�u(w2)
u(w2)

6 2(1+2�)
�(1+3�)

, the condition e1 > e2 is never satisfied given
that �1 > 1.

b) g(�) > 1

if g(�) > 1, then

f 0(�1)

8><>:> 0 when�1 <
h

(1+�)2

2�+1
u(w1)�u(w2)

(1��)u(w1)+(1+�)u(w2)

i 1
�+1

2�+1 +1

< 0 when�1 >
h

(1+�)2

2�+1
u(w1)�u(w2)

(1��)u(w1)+(1+�)u(w2)

i 1
�+1

2�+1 +1

We now show that if u(w1)�u(w2)
u(w2)

> 2(1+2�)
�(1+3�)

, then there exists a unique
threshold �̂ > 1 where f(�1) = 0, that is,

u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1 = �1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2

�
which is equivalent to

u(w1)� 1 + �

2
�̂�

�+1
2�+1 �u = �̂

��
u(w1)

u(w1)� u(w2)
� 1 + �

2

�
�u

�
:

To see this is the case, we rearrange the equality as

u(w1)� 1 + �

2
�̂�

�+1
2�+1 �u = �̂

�
u(w1)� 1 + �

2
�u

�
;

or
1 + �

2

�
�̂� �̂�

�+1
2�+1

�
�u = (�̂� 1)u(w1);

or
1 + �

2

u(w1)� u(w2)

u(w1)
=

�̂� 1

�̂� �̂�
�+1

2�+1

: (2)

Since � 2 (0; 1] and u(w1) > u(w2), the left-hand side of (3) takes a
value in the interval (0; 1). The right-hand side of (3) is increasing in �̂

12



for � > 1, its limit when �̂ ! 1 is 2�+1
3�+2

, and its limit when �̂!1 is 1.
Hence, the threshold �̂ exists and is unique provided that

1 + �

2

u(w1)� u(w2)

u(w1)
>

2� + 1

3� + 2
:

It is easy to show that this inequality is equivalent to

u(w1)� u(w2)

u(w2)
>

2(1 + 2�)

�(1 + 3�)
:

Therefore, if u(w1)�u(w2)
u(w2)

> 2(1+2�)
�(1+3�)

, then there exists a unique value for �̂,
greater than 1, that satisfies (3). This, in turn, implies:

f(�1)

8><>:
> 0 when�1 < �̂

= 0 when�1 = �̂

< 0 when�1 > �̂

e1 � e2

8><>:
> 0 when�1 < �̂

= 0 when�1 = �̂

< 0 when�1 > �̂

The condition e1 > e2 is only satisfied when u(w1)�u(w2)
u(w2)

> 2(1+2�)
�(1+3�)

and
�1 6 �̂. And e1 > e2 is only satisfied when u(w1)�u(w2)

u(w2)
> 2(1+2�)

�(1+3�)
and

�1 < �̂.

Therefore the solution

e1 =
�

2c
���1

1 (ev1)1��(v2)�

e2 =
�

2c
��1 (ev1)��(v2)�+1

only applies when u(w1)�u(w2)
u(w2)

> 2(1+2�)
�(1+3�)

and �1 < �̂.

(2) case 2: �1e
�
1 > e�2 and e2 > e1, which corresponds to (ii).

Player 1 max
�

1� 1
2

e�2
�1e�1

�ev1 � ce1

Player 2 max
�

1� 1
2

e�1
e�2

�
v2 � ce2

F.o.c

[e1] �
2�1

e�2
e�+1

1

ev1 � c = 0

[e2] �
2

e�1
e�+1

2

v2 � c = 0

S.o.c

[e1] �
2�1

(��� 1)
e�2
e�+2

1

ev1 < 0

13



[e2] �
2
(��� 1)

e�1
e�+2

2

v2 < 0

Solve F.O.C , we get

e1 =
�

2c
�
� �+1

2�+1

1 (ev1)
�+1

2�+1 (v2)
�

2�+1

e2 =
�

2c
�
� �

2�+1

1 (ev1)
�

2�+1 (v2)
�+1

2�+1

e2

e1

= �
1

2�+1

1 (ev1)�
1

2�+1 (v2)
1

2�+1

Check the conditions �1e
�
1 > e�2 and e2 > e1:

1○ �1e
�
1 > e�2

�1e
�
1 > e�2 ()

�1e
�
1

e�2
> 1() �

�+1
2�+1

1 (ev1)
�

2�+1 (v2)�
�

2�+1 > 1

Since �1 > 1 and ev1 > v2, the inequality is always satisfied. Therefore
�1e

�
1 > e�2 always holds when �1 > 1.

2○ e2 > e1

e1 > e2 ()
e1

e2

> 1

() �
� 1

2�+1

1 (ev1)
1

2�+1 (v2)�
1

2�+1 > 1

()
� ev1

�1v2

� 1
2�+1

> 1() ev1

�1v2

> 1

We have already seen in case (1) that e2 > e1 is satisfied when either
u(w1)�u(w2)

u(w2)
6 2(1+2�)

�(1+3�)
or �1 > �̂.

Therefore the solution

e1 =
�

2c
�
� �+1

2�+1

1 (ev1)
�+1

2�+1 (v2)
�

2�+1

e2 =
�

2c
�
� �

2�+1

1 (ev1)
�

2�+1 (v2)
�+1

2�+1

only applies when either u(w1)�u(w2)
u(w2)

6 2(1+2�)
�(1+3�)

or �1 > �̂

(3) case 3: �1e
�
1 6 e�2 and e2 > e1

Player 1 max 1
2

�1e�1
e�2
ev1 � ce1

Player 2 max [1� 1
2
( e1

e2
)�]v2 � ce2

F.o.c

[e1] ��1

2

e��1
1

e�2
ev1 � c = 0
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[e2] �
2

e�1
e�+1

2

v2 � c = 0

divide the two F.O.C , we get
e2

e1

=
v2

�1ev1

< 1

which contradicts the condition that e2 > e1

Therefore, the equilibrium in this semifinal:

(1) When u(w1)�u(w2)
u(w2)

> 2(1+2�)
�(1+3�)

and �1 < �̂, which corresponds to (i)

es1 =
�

2c
���1

1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

�1���
u(w1)

u(w1)� u(w2)
� 1 + �

2

��
�u

es2 =
�

2c
��1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

����
u(w1)

u(w1)� u(w2)
� 1 + �

2

�1+�

�u

where es1 > es2.

ps21 =
1

2

�
es2
es1

��
=

1

2

�
�1v2ev1

��
=

1

2
��1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

����
u(w1)

u(w1)� u(w2)
� 1 + �

2

��

ps12 = 1� ps21 = 1� 1

2
��1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

����
u(w1)

u(w1)� u(w2)
� 1 + �

2

��

eps12 = 1� 1

2

(es2)�

�1 (es1)�

= 1� 1

2
��1

1

"
�1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

��1�
u(w1)

u(w1)� u(w2)
� 1 + �

2

�#�
= 1� 1

2
���1

1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

����
u(w1)

u(w1)� u(w2)
� 1 + �

2

��
(2) When either u(w1)�u(w2)

u(w2)
6 2(1+2�)

�(1+3�)
or �1 > �̂, which corresponds to (ii).

es1 =
�

2c
�
� �+1

2�+1

1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

� �+1
2�+1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2

� �
2�+1

�u

es2 =
�

2c
�
� �

2�+1

1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

� �
2�+1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2

� �+1
2�+1

�u

15



where �1 (es1)� > (es2)� and es1 6 es2.

ps12 =
1

2

�
es1
es2

��
=

1

2

"
�
� 1

2�+1

1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

� 1
2�+1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2

�� 1
2�+1

#�

=
1

2
�
� �

2�+1

1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

� �
2�+1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2

�� �
2�+1

ps21 = 1� ps12

= 1� 1

2
�
� �

2�+1

1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

� �
2�+1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2

�� �
2�+1

eps12 = 1� 1

2

(es2)�

�1 (es1)�

= 1� 1

2
��1

1 �
�

2�+1

1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

�� �
2�+1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2

� �
2�+1

= 1� 1

2
�
� �+1

2�+1

1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2
�
� �+1

2�+1

1

�� �
2�+1

�
u(w1)

u(w1)� u(w2)
� 1 + �

2

� �
2�+1

3. equilibrium efforts compared to benchmark

(i) when u(w1)�u(w2)
u(w2)

> 2(1+2�)
�(1+3�)

and �1 < �̂

We show that es1 > es > es2:

es1 > es () es1
es
> 1()

�
2c
���1

1 ev1
1��v�2

�
2c
v

> 1()
� ev1

�1v2

�1��

> 1

es2
es
() es2

es
> 1()

�
2c
��1 (ev1)�� (v2)�+1

�
2c
v

> 1()
�
�1v2ev1

��
> 1

Since ev1

�1v2
> 1, we can get es1 > es and es2 < es.

(ii) when either u(w1)�u(w2)
u(w2)

6 2(1+2�)
�(1+3�)

or �1 > �̂

We show that es1 6 es2 6 es:

Since we already showed that es1 6 es2 is satisfied under this condition, we only
have to show es2 6 es.

es2 6 es () �

2c
�
� �

2�+1

1 ev �
2�+1

1 v
�+1

2�+1

2 6
�

2c
v

() �

2c
�
� �

2�+1

1 ev �
2�+1

1 v
�+1

2�+1

2 6
�

2c
v2

() ev �
2�+1

1 6 �
�

2�+1

1 v
�

2�+1

2

() ev1 6 �1v2

which always holds, thus es1 6 es2 6 es always holds.
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4. perceived and true winning probabilities compared to benchmark

(i) when u(w1)�u(w2)
u(w2)

> 2(1+2�)
�(1+3�)

and �1 < �̂

We show that ps21 <
1
2

and eps12 > ps12 >
1
2
:

ps21 <
1

2
() 1

2

�
es2
es1

��
<

1

2
() es2 < es1

ps12 = 1� ps21 >
1

2

eps12 > ps12 () 1� 1

2

�
es2
�1es1

��
> 1� 1

2

�
es2
es1

��
() �1 > 1

(ii) when either u(w1)�u(w2)
u(w2)

6 2(1+2�)
�(1+3�)

or �1 > �̂

We show that ps12 6 1
2
, ps21 > 1

2
and eps12 >

1
2
:

ps12 6
1

2
() 1

2

�
es1
es2

��
6

1

2
() es1 6 es2

ps21 = 1� ps12 >
1

2

eps12 >
1

2
() 1� 1

2

�
es2
�1es1

��
>

1

2

() es2
�1es1

< 1

() �
� �

2�+1

1 (ev1)
�

2�+1 (v2)
�+1

2�+1

�
�

2�+1

1 (ev1)
�+1

2�+1 (v2)
�

2�+1

< 1

() �
� 2�

2�+1

1 (ev1)�
1

2�+1 (v2)
1

2�+1 < 1

() �
� 2�

2�+1

1

�
v2ev1

� 1
2�+1

< 1

5. Participation constraints
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(1) When u(w1 )� u(w2 )
u(w2 ) > 2(1+2 � )

� (1+3 � ) and � 1 < �̂

eE s(U12) = eps
12ev1 � ces

1

> p s
12ev1 � ces

1

=
�

1 �
1
2

� �
1 (ev1)� � (v2)�

�
ev1 � c

�
2c

� � � 1
1 (ev1)1� � (v2)�

= ev1 �
1
2

� �
1 (ev1)1� � (v2)� �

�
2

� � � 1
1 (ev1)1� � (v2)�

> ev1 �
1
2

� �
1 (ev1)1� � (v2)� �

1
2

� � � 1
1 (ev1)1� � (v2)�

> ev1 �
1
2

� �
1 (ev1)1� � (v2)� �

1
2

� �
1 (ev1)1� � (v2)�

= ev1 � � �
1 (ev1)1� � (v2)�

= ( ev1)1� �

"

(ev1)� � � �
1 (v2)�

#

> 0

E s(U21) = ps
21v2 � ces

2

=
1
2

� �
1 (ev1)� � (v2)� v2 � c

�
2c

� �
1 (ev1)� � (v2)� +1

=
1
2

� �
1 (ev1)� � (v2)1+ � �

�
2

� �
1 (ev1)� � (v2)� +1

=
1 � �

2
� �

1 (ev1)� � (v2)1+ �

> 0

(2) When either u(w1 )� u(w2 )
u(w2 ) 6 2(1+2 � )

� (1+3 � ) or � 1 > �̂

eE s(U12) = eps
12ev1 � ces

1

Sinceeps
12 > 1

2 , ev1 > v and es
1 < es, we can get that eE s(U12) > E

s
(U) > 0.

E s(U21) = ps
21v2 � ces

2

=
�

1 �
1
2

�
� �

2� +1
1 (ev1)

�
2� +1 (v2)� �

2� +1

�
v2 � c

�
2c

�
� �

2� +1
1 (ev1)

�
2� +1 (v2)

� +1
2� +1

= v2 �
1
2

�
� �

2� +1
1 (ev1)

�
2� +1 (v2)

� +1
2� +1 �

�
2

�
� �

2� +1
1 (ev1)

�
2� +1 (v2)

� +1
2� +1

= v2 �
1 + �

2
�

� �
2� +1

1 (ev1)
�

2� +1 (v2)
� +1

2� +1

= ( v2)
� +1

2� +1

�
(v2)

�
2� +1 �

1 + �
2

�
� �

2� +1
1 (ev1)

�
2� +1

�

> 0
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Proof of Proposition 5

1. Expected utilities of reaching the �nal:

Rational player 3:

v3 = ps
12E

f (U31) + ps
21E

f (U32)

= ps
12

�
u(w1) �

1 + �
2

�
� �

2� +1
1 � u

�
+ ps

21

�
1 � �

2
u(w1) +

1 + �
2

u(w2)
�

Rational player 4:

v4 = ps
12E

f (U41) + ps
21E

f (U42)

= ps
12

�
u(w1) �

1 + �
2

�
� �

2� +1
1 � u

�
+ ps

21

�
1 � �

2
u(w1) +

1 + �
2

u(w2)
�

SinceE f (U31) = E f (U41) > E
f
(U) = E f (U32) = E f (U42), we havev3 = v4 > v.

2. The equilibrium

(1) When u(w1 )� u(w2 )
u(w2 ) > 2(1+2 � )

� (1+3 � ) and � 1 < �̂

es
3 = es

4 =
�
2c

v3 =
�
2c

�
ps

12

�
u(w1) �

1 + �
2

�
� �

2� +1
1 � u

�
+ ps

21

�
1 � �

2
u(w1) +

1 + �
2

u(w2)
��

where

ps
12 = 1 � 1

2 � �
1

�
u(w1 )

u(w1 )� u(w2 ) � 1+ �
2 �

� � +1
2� +1

1

� � � �
u(w1 )

u(w1 )� u(w2 ) � 1+ �
2

� �
.

ps
34 = ps

43 =
1
2

(2) When either u(w1 )� u(w2 )
u(w2 ) 6 2(1+2 � )

� (1+3 � ) or � 1 > �̂

es
3 = es

4 =
�
2c

v3 =
�
2c

�
ps

12

�
u(w1) �

1 + �
2

�
� �

2� +1
1 � u

�
+ ps

21

�
1 � �

2
u(w1) +

1 + �
2

u(w2)
��

where

ps
12 = 1

2 �
� �

2� +1
1

�
u(w1 )

u(w1 )� u(w2 ) � 1+ �
2 �

� � +1
2� +1

1

� �
2� +1 h

u(w1 )
u(w1 )� u(w2 ) � 1+ �

2

i � �
2� +1

.

ps
34 = ps

43 =
1
2

We show that es
3 = es

4 > es holds in both (1) and (2):

es
3 = es

4 > es ()
�
2c

v3 >
�
2c

v () v3 > v

3. Participation constraints

E s(U34) = ps
34v3 � ces

3 =
1
2

v3 � c
�
2c

v3 =
1 � �

2
v3 > 0

E s(U43) = E s(U34) > 0
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Proof of Proposition 6

1. When u(w1 )� u(w2 )
u(w2 ) > 2(1+2 � )

� (1+3 � ) and � 1 < �̂

(1) P1

P1 = pf
13p

s
12

=
1
2

�
� �

2� +1
1

"

1 �
1
2

� �
1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� � � �
u(w1)

u(w1) � u(w2)
�

1 + �
2

� �
#

Let
f (� 1) = P1 �

1
4

:

We can get

f (� 1 = 1) =
1
2

�
1
2

�
1
4

= 0

f (� 1 = �̂ ) =
1
2

�̂ � �
2� +1 �

1
2

�
1
4

< 0

f (� 1) can also be written as the following:

f (� 1) =
1
2

�
� �

2� +1
1

�
1
4

�
� � �

2� +1
1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� � �
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� � �

�
1
4

Taking derivative of f (� 1) we obtain

f 0(� 1) = �
1
2

�
2� + 1

�
� �

2� +1 � 1
1 �

1
4

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� �

" �
� �

�
2� + 1

�
�

� � �
2� +1 � 1

1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� � �

+ �
� � �

2� +1
1 (� � )

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� � � � 1

�
�

� + 1
2

� �
�

� + 1
2� + 1

�
�

� � +1
2� +1 � 1

1

#
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f 0(� 1 = 1) = �
1
2

�
2� + 1

�
1
4

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� �
" �

� �
�

2� + 1

�  
u(w1)

u(w1) � u(w2)

�
1 + �

2

! � �

� �
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � � � 1 � + 1
2

� + 1
2� + 1

#

= �
1
2

�
2� + 1

�
1
4

"

� �
�

2� + 1
� �

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� � 1 � + 1
2

� + 1
2� + 1

#

= �
1
2

�
2� + 1

�
1
4

"

�

 
2�

2� + 1
�

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� � 1 � + 1
2

� + 1
2� + 1

!#

= �
1
2

�
2� + 1

�
1
4

"
�

2� + 1

 

2� �
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � 1 � + 1
2

(1 + � )

!#

= �
1
2

�
2� + 1

"

1 +
1
2

 

2� �
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � 1 � + 1
2

(1 + � )

!#

f 0(� 1 = 1) and 1+ 1
2

�
2� �

�
u(w1 )

u(w1 )� u(w2 ) � 1+ �
2

� � 1
� +1

2 (1 + � )
�

has the opposite

sign.

When 1 + 1
2

�
2� �

�
u(w1 )

u(w1 )� u(w2 ) � 1+ �
2

� � 1
� +1

2 (1 + � )
�

< 0, f 0(� 1 = 1) > 0.

And since

1 +
1
2

 

2� �
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � 1 � + 1
2

(1 + � )

!

< 0

() 2� �
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � 1 � + 1
2

(1 + � ) < � 2

() 2� + 2 <
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � 1 � + 1
2

(1 + � )

() 2 <
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � 1 � + 1
2

() 4
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

�
< 1 + �

() 4 +
4u(w2)

u(w1) � u(w2)
< 3 (1 + � )

()
4u(w2)

u(w1) � u(w2)
< 3 (1 + � ) � 4

()
4u(w2)

u(w1) � u(w2)
< 3� � 1

f 0(� 1 = 1) > 0 is only satis�ed when� > 1
3 and u(w1 )� u(w2 )

u(w2 ) > 4
3� � 1 .
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We show 4
3� � 1 > 2(2� +1)

� (3� +1) :

4
3� � 1

>
2(2� + 1)
� (3� + 1)

() 4� (3� + 1) > 2(2� + 1) (3 � � 1)

() 12� 2 + 4� > 12� 2 + 2� � 2
() 2� + 2 > 0

Thus we know that under the conditions� > 1
3 and u(w1 )� u(w2 )

u(w2 ) > 4
3� � 1 , f (� 1)

is positive when� 1 is small and close to 1. Therefore there exist parameter
con�gurations where the overcon�dent player's equilibrium winning probability
P1 is higher than the benchmark.

(2) P2

We show that P2 < 1
4 :

P2 = pf
23p

s
21 =

1
2

ps
21 <

1
2

�
1
2

=
1
4

(3) P3 and P4

We show that P3 = P4 > 1
4 :

P3 = P4 = ps
12p

f
31p

s
34 + ps

21p
f
32p

s
34

= ps
12p

f
31

1
2

+ ps
21

1
2

1
2

= ps
12p

f
31

1
2

+ (1 � ps
12)

1
2

1
2

= ps
12

�
pf

31
1
2

�
1
4

�
+

1
4

> p s
12

�
1
2

1
2

�
1
4

�
+

1
4

=
1
4

(4) compareP1 and P3

P1 � P3 = pf
13p

s
12 � ps

12p
f
31p

s
34 � ps

21p
f
32p

s
34

= pf
13p

s
12 � ps

12p
f
31p

s
34 � (1 � ps

12) pf
32p

s
34

= pf
13p

s
12 �

1
2

ps
12p

f
31 �

1
2

1
2

(1 � ps
12)

= pf
13p

s
12 �

1
2

ps
12

�
1 � pf

13

�
�

1
4

(1 � ps
12)

=
3
2

pf
13p

s
12 �

1
4

ps
12 �

1
4

The sign ofP1 � P3 is the same as the sign of6pf
13p

s
12 � ps

12 � 1
Let f (� 1) = 6 pf

13p
s
12 � ps

12 � 1

f (� 1 = 1) = 6 �
1
2

�
1
2

�
1
2

� 1 = 0

f (� 1 = �̂ ) = 6 �
1
2

�̂ � �
2� +1 �

1
2

�
1
2

� 1 < 0
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f (� 1) = 3 �
� �

2� +1
1

"

1 �
1
2

� �
1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� � � �
u(w1)

u(w1) � u(w2)
�

1 + �
2

� �
#

�

"

1 �
1
2

� �
1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� � � �
u(w1)

u(w1) � u(w2)
�

1 + �
2

� �
#

� 1

= 3�
� �

2� +1
1 �

1
2

� �
1

 

3�
� �

2� +1
1 � 1

! �
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� � �

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� �

� 2

f 0(� 1) = � 3
�

2� + 1
�

� �
2� +1 � 1

1 �
1
2

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� �

" �
3

�
�

�
2� + 1

+ �
�

�
� �

2� +1 + � � 1
1 � �� � � 1

1

� �
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� � �

+ � �
1

�
3�

� �
2� +1

1 � 1
�

(� � )
�

u(w1)
u(w1) � u(w2)

�
1 + �

2
�

� � +1
2� +1

1

� � � � 1

1 + �
2

� + 1
2� + 1

�
� � +1

2� +1 � 1
1

#

f 0(� 1 = 1) = � 3
�

2� + 1
�

1
2

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� �

" �
3

�
�

�
2� + 1

+ �
�

� �
� �

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � �

� 2�
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � � � 1 1 + �
2

� + 1
2� + 1

#

= � 3
�

2� + 1
�

1
2

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� �

" �
2� � 3

�
2� + 1

� �
u(w1)

u(w1) � u(w2)
�

1 + �
2

� � �

� 2�
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � � � 1 1 + �
2

� + 1
2� + 1

#

= � 3
�

2� + 1
�

1
2

�
2� � 3

�
2� + 1

�

+ �
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � 1 1 + �
2

� + 1
2� + 1

= �
3
2

�
2� + 1

� � + �
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � 1 1 + �
2

� + 1
2� + 1

= �

 

�
3
2

1
2� + 1

� 1 +
1 + �

2
� + 1
2� + 1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� � 1
!
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f 0(� 1 = 1) > 0 () �
3
2

1
2� + 1

� 1 +
1 + �

2
� + 1
2� + 1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� � 1

> 0

()
1 + �

2
� + 1
2� + 1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� � 1

>
3
2

1
2� + 1

+ 1

()
1+ �

2
� +1
2� +1

3
2

1
2� +1 + 1

>
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

�

()
(� +1) 2

2(2� +1)
3+2(2 � +1)

2(2� +1)

>
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

�

()
(� + 1) 2

(4� + 5)
>

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�

()
(� + 1) 2

(4� + 5)
+

� � 1
2

>
u(w2)

u(w1) � u(w2)

()
2 (� + 1) 2 + ( � � 1) (4� + 5)

2 (4� + 5)
>

u(w2)
u(w1) � u(w2)

()
6� 2 + 5� � 3

2 (4� + 5)
>

u(w2)
u(w1) � u(w2)

This is satis�ed when � > � 5+
p

97
12 and u(w1 )� u(w2 )

u(w2 ) > 2(4� +5)
6� 2+5 � � 3 .

We show 2(4� +5)
6� 2+5 � � 3 > 2(2� +1)

� (3� +1) :

2 (4� + 5)
6� 2 + 5� � 3

>
2(2� + 1)
� (3� + 1)

()
4� + 5

6� 2 + 5� � 3
>

2� + 1
� (3� + 1)

() (4� + 5) � (3� + 1) > (2� + 1)
�
6� 2 + 5� � 3

�

() 12� 3 + 19� 2 + 5� > 12� 3 + 16� 2 � � � 3

() 3� 2 + 6� + 3 > 0

Thus we know that under the conditions� > � 5+
p

97
12 and u(w1 )� u(w2 )

u(w2 ) > 2(4� +5)
6� 2+5 � � 3 ,

f (� 1) is positive when� 1 is small and close to 1. Therefore there exist parameter
con�gurations where the overcon�dent player's equilibrium winning probability
P1 is higher than that of the rational player in the other semi�nal P3.

2. When either u(w1 )� u(w2 )
u(w2 ) 6 2(1+2 � )

� (1+3 � ) or � 1 > �̂

(1) P1

Since player 3 and player 4 are identical, the equilibrium winning probability of
player 1 is

P1 = pf
13p

s
12 <

1
2

�
1
2

=
1
4

(2) P2

P2 = pf
23p

s
21 =

1
2

ps
21 >

1
2

�
1
2

=
1
4

(3) P3 and P4

P3 = P4 > 1
4 still holds.
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Proof of Proposition 7

1. Equilibrium expected utility of overcon�dent player 1 in the semi�nal with rational
player 2.

The equilibrium perceived expected utility of reaching the �nal of overcon�dent
player 1 is

v1 = ps
34E

f (U13) + ps
43E

f (U14)

= E f (U13)

=
1
2

�
� �

2� +1
1 � u �

�
2

�
� � +1

2� +1
1 � u + u(w2)

=
�

1
2

�
� �

2� +1
1 �

�
2

�
� � +1

2� +1
1 +

u(w2)
u(w1) � u(w2)

�
� u

and his equilibrium expected utility in the semi�nal with rational player 2 when
u(w1 )� u(w2 )

u(w2 ) > 2(2� +1)
� (3� +1) and � < �̂ is

E s(U12) = ps
12v1 � ces

1

=

"

1 �
1
2

� �
1

�
u(w1)

u(w1) � u(w2)
�
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2

�
� � +1
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� � � �
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�

1 + �
2
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#

�
1
2

�
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1 �

�
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�
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�
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�
�
2

� � � 1
1

�
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2

�
� � +1

2� +1
1

� 1� � �
u(w1)

u(w1) � u(w2)
�

1 + �
2

� �

� u

The benchmark equilibrium expected utility of the semi�nal is

E
s
(U) =

1 � �
2

v =
1 � �

2

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� u

Let

f (� 1) =
E s(U12) � E

s
(U)

� u

=

"

1 �
1
2

� �
1

�
u(w1)
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�

1 + �
2

�
� � +1
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1

� � � �
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1 + �
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�
1
2

�
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1 �

�
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�
� � +1
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u(w2)
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�

�
�
2

� � � 1
1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1
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1

� 1� � �
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�

1 + �
2

� �

�
1 � �

2

�
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�

1 + �
2

�

We can easily get thatf (� 1 = 1) = 0 .
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�
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=
� 2

2

"
� (3� + 1) + 1

2(2� + 1)
�

u(w2)
u(w1) � u(w2)

#

� (3� +1)+1
2(2� +1) � u(w2 )

u(w1 )� u(w2 ) > 0 is satis�ed when u(w1 )� u(w2 )
u(w2 ) > 2(2� +1)

� (3� +1) .

Therefore there exist� 1 2 (1; �̂ ) for which E s(U12) > E
s
(U).

2. Equilibrium expected utility of rational player 2 in the semi�nal with overcon�dent
player 1.

(1) When u(w1 )� u(w2 )
u(w2 ) > 2(2� +1)

� (3� +1) and � 1 < �̂

E s(U21) = ps
21v2 � ces

2

=
1
2

� �
1 (ev1)� � (v2)� v2 � c

�
2c

� �
1 (ev1)� � (v2)� +1

=
1
2

� �
1 (ev1)� � (v2)1+ � �

�
2

� �
1 (ev1)� � (v2)� +1

=
1 � �

2
� �

1 (ev1)� � (v2)1+ �

=
1 � �

2
� �

1 (ev1)� � (v)1+ �

=
1 � �

2

�
v

� � 1
1 ev1

� �

v

<
1 � �

2
v = E

s
(U)

(2) When either u(w1 )� u(w2 )
u(w2 ) 6 2(2� +1)

� (3� +1) or � 1 > �̂

E s(U21) = ps
21v2 � ces

2

=
�
1 �

1
2

�
� �

2� +1
1 (ev1)

�
2� +1 (v2)� �

2� +1

�
v2 � c

�
2c

�
� �

2� +1
1 (ev1)

�
2� +1 (v2)

� +1
2� +1

=
�
1 �

1
2

�
� �

2� +1
1 (ev1)

�
2� +1 (v2)� �

2� +1

�
v2 �

�
2

�
� �

2� +1
1 (ev1)

�
2� +1 (v2)

� +1
2� +1

= v2 �
1 + �

2
�

� �
2� +1

1 (ev1)
�

2� +1 (v2)
� +1

2� +1

= v �
1 + �

2
�

� �
2� +1

1 (ev1)
�

2� +1 (v)
� +1

2� +1

=

"

1 �
1 + �

2

�
� � 1

1 ev1

v

� �
2� +1

#

v

>
1 � �

2
v = E

s
(U)

3. Equilibrium expected utility of rational player 3 (4) in the semi�nal with rational
player 4 (3).

E s(U34) = E s(U43) =
1 � �

2
v3 =

1 � �
2

v4 >
1 � �

2
v = E

s
(U):
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Proof of Proposition 8

Part (i) follows directly from Propositions 2 and 3. Let's then prove part (ii). We
know that the equilibrium e�orts in the semi�nal between the two rational players are
higher than the benchmark, thus the equilibrium aggregate e�ort in the semi�nals stage
is higher than that of the benchmark if the equilibrium total e�ort of the semi�nal with
an overcon�dent and a rational player is higher than that of the benchmark. We also
know from Proposition 4 that if u(w1 )� u(w2 )

u(w2 ) > 2(2� +1)
� (3� +1) and � 1 < �̂ , then total e�ort in the

semi�nal with an overcon�dent and a rational player is given by

es
1 + es

2 =
�
2c

� � � 1
1 (ev1)1� � (v2)� +

�
2c

� �
1 (ev1)� � (v2)� +1 =

�
2c

v
�
� � � 1

1 (ev1)1� � (v)� � 1 + � �
1 (ev1)� � (v)�

�

Hence, we have

es
1 + es

2

2es =
�
2cv

�
� � � 1

1 (ev1)1� � (v)� � 1 + � �
1 (ev1)� � (v)�

�

2 �
2cv

=
1
2

�
� � � 1

1 (ev1)1� � (v)� � 1 + � �
1 (ev1)� � (v)�

�

Let f (� ) = � � � 1
1 (ev1)1� � (v)� � 1 + � �

1 (ev1)� � (v)� ,

f (� ) = � � � 1
1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� 1� � �
u(w1)

u(w1) � u(w2)
�

1 + �
2

� � � 1

+ � �
1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� � � �
u(w1)

u(w1) � u(w2)
�

1 + �
2

� �

We can easily get thatf (� 1 = 1) = 2 .

f 0(� 1) =
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � � 1
"

(� � 1)� � � 2
1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� 1� �

+ � � � 1
1 (1 � � )

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� � � 1 + �
2

� + 1
2� + 1

�
� � +1

2� +1 � 1
1

#

+
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� �
"

�� � � 1
1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

�
� � +1

2� +1
1

� � �

+ � �
1 (� � )

�
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u(w1) � u(w2)
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�
� � +1

2� +1
1

� � � � 1 1 + �
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� + 1
2� + 1

�
� � +1

2� +1 � 1
1

#
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f 0(� 1 = 1) =
�

u(w1)
u(w1) � u(w2)

�
1 + �

2

� � � 1
"

(� � 1)
�
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2
� + 1
2� + 1

�
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u(w1) � u(w2)
�

1 + �
2

� � 1

= (2 � � 1) + (1 � 2� )
1 + �

2
� + 1
2� + 1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� � 1

= (1 � 2� )

"

� 1 +
1 + �

2
� + 1
2� + 1

�
u(w1)

u(w1) � u(w2)
�

1 + �
2

� � 1
#

� 1 + 1+ �
2

� +1
2� +1

�
u(w1 )

u(w1 )� u(w2 ) � 1+ �
2

� � 1
> 0 is equivalent to u(w1 )� u(w2 )

u(w2 ) > 2(2� +1)
� (3� +1) .

Thus we have
If � < 1

2 , then f 0(� 1 = 1) > 0.
If � > 1

2 , then f 0(� 1 = 1) < 0.
Therefore, when u(w1 )� u(w2 )

u(w2 ) > 2(2� +1)
� (3� +1) and � < 1

2 , there exist � 1 2 (1; �̂ ) such that
es

1 + es
2 > 2es which implies

4X

i =1

es
i > 4es

2 Elimination Contest with Two Overcon�dent and Two Rational
Players

This section studies the equilibrium of an elimination contest with two overcon�dent and
two rational players. We assume the two overcon�dent players di�er in their con�dence
levels. This extension enables us to assess if our �ndings still hold when two overcon�dent
players encounter each other, either in the �nal or the semi�nal.

There are two possible seedings that we need to consider: (i) the overcon�dent players
are seeded in the same semi�nal, and (ii) the overcon�dent players are seeded in di�erent
semi�nals. These two types of seeding induce di�erent results and hence we study them
separately.

2.1 Final

When the overcon�dent players are seeded in the same semi�nal, the �nal will be played
between an overcon�dent and a rational player and we can apply Proposition 3. In con-
trast, when the overcon�dent players are seeded in di�erent semi�nals, the �nal can have
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two overcon�dent players. Hence, we start by characterizing the equilibrium of a �nal
with two overcon�dent players. Without loss of generality we consider a �nal between
players 1 and 3 with� 1 > � 3 > 1.

Proposition A1 In a �nal between two overcon�dent players, the equilibrium e�ort
of the more overcon�dent player is

ef
1 =

�
2c

�
� � +1

2� +1
1 �

� �
2� +1

3 � u

and the equilibrium e�ort of the less overcon�dent player is

ef
3 =

�
2c

�
� �

2� +1
1 �

� � +1
2� +1

3 � u

with ef
1 < e f

3 < ef . The perceived equilibrium winning probabilities are

epf
13 = 1 �

1
2

�
� � +1

2� +1
1 �

� �
2� +1

3

epf
31 = 1 �

1
2

�
� �

2� +1
1 �

� � +1
2� +1

3

with epf
13 > epf

31 > 1=2. The equilibrium winning probabilities are

pf
13 =

1
2

�
� �

2� +1
1 �

�
2� +1
3

pf
31 = 1 �

1
2

�
� �

2� +1
1 �

�
2� +1
3

with pf
13 < 1=2 < p f

31. The perceived equilibrium expected utilities are

eE f (U13) = u(w1) �
1 + �

2
�

� � +1
2� +1

1 �
� �

2� +1
3 � u;

eE f (U31) = u(w1) �
1 + �

2
�

� �
2� +1

1 �
� � +1

2� +1
3 � u;

with eE f (U13) > eE f (U31) > E
f
(U).

Proposition A1 shows that in a �nal between two overcon�dent players, the more
overcon�dent player exerts lower e�ort at equilibrium. As we have seen, the bias lowers
an overcon�dent player's perceived marginal probability of winning the �nal. The more
overcon�dent a player is, the higher is the drop in his perceived marginal probability of
winning the �nal. Hence, the more overcon�dent player exerts lower e�ort at equilibrium.
Both players exert lower e�ort than if both were rational. Each player perceives he has a
winning probability greater than 1/2 but, in fact, only the less overcon�dent player has a
true winning probability greater than 1/2. The perceived expected utility of each player
is increasing in his own bias as well as in the rival's bias.

Proof of Proposition A1

The perceived winning probabilities of the players are:

epf
13 =

(
1 � 1

2
e�

3
� 1e�

1
if � 1e�

1 > e�
3

1
2

� 1e�
1

e�
3

if � 1e�
1 6 e�

3
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epf
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(
1 � 1

2
e�

1
� 3e�

3
if � 3e�

3 > e�
1

1
2

� 3e�
3

e�
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if � 3e�
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1

Overcon�dent player 1 max eE f (U13) = epf
13� u + u(w2) � ce1

=

8
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3
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There are 4 cases.
8
>>><

>>>:

� 1e�
1 > e�

3 and � 3e�
3 > e�

1

� 1e�
1 > e�

3 and � 3e�
3 6 e�

1

� 1e�
1 6 e�

3 and � 3e�
3 > e�

1

� 1e�
1 6 e�

3 and � 3e�
3 6 e�

1

Since� 1 > � 3 > 1, the fourth case is impossible.

1. equilibrium e�orts

(1) case 1:� 1e�
1 > e�
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3 > e�

1
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Solve F.O.C , we get
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�
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e3 =
�
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�
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divide the two F.O.C , we get
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which contradicts the condition that � 3e�
3 6 e�
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(3) case 3:� 1e�
1 6 e�
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divide the two F.O.C , we get
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Thus the unique equilibrium is
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Since� 1 > � 3 > 1, we can getef
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3 < ef .

2. winning probabilities

The true winning probabilities are
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Thus we have
epf
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3. expected utilities of �nal
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eE f (U31) = epf
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Since � < 1 and � 1 > � 3 > 1, eE f (U13) > eE f (U31) > E
f
(U). The participation

constraints are also satis�ed.
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2.2 Overcon�dent players seeded in the same semi�nal

Assume players 1 and 2, seeded in one semi�nal, are overcon�dent with� 1 > � 2 > 1
and players 3 and 4, seeded in the other semi�nal, are rational with� 3 = � 4 = 1. Note
that, under this seeding, the �nal will involve an overcon�dent and a rational player and
hence we can apply Proposition 3. Note also that since the two rational players are iden-
tical, they exert equal e�orts in the semi�nal and hence, each has an equal probability of
winning it. This means that the identity of winner of the semi�nal between two rational
players does not a�ect the overcon�dent players' behavior in their semi�nal. However,
since the overcon�dent players' biases di�er, the identity of winner of the semi�nal be-
tween two overcon�dent players matters for the e�ort choices of the rational players in
their semi�nal. Taking this into account, we start by solving the equilibrium of the semi-
�nal with two rational players and then we solve for the equilibrium of the semi�nal with
two overcon�dent players.

Proposition A2

In the semi�nal between two rational players of a two-stage elimination contest where the
overcon�dent players 1 and 2 are seeded in one semi�nal, the rational players 3 and 4
are seeded in the other semi�nal, and� 1 > � 2 > 1 = � 3 = � 4, the equilibrium e�orts and
winning probabilities satisfyes

3 = es
4 > es and ps

34 = ps
43 = 1=2.

Proof of Proposition A2

1. Expected utilities of reaching the �nal

Rational player 3:
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whereps
12 is as derived in the proof of Proposition A3.

Rational player 4:

Since player 3 and player 4 are identical,
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Sincev3 = v4 > v, es
3 = es

4 > es is always satis�ed.
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3. Participation constraints

E s(U34) = ps
34v3 � ce3 =

1 � �
2

v3 > 0

E s(U43) = E s(U34) > 0

Proposition A3 Consider the semi�nal between two overcon�dent players of a two-stage
elimination contest where the overcon�dent players 1 and 2 are seeded in one semi�nal,
the rational players 3 and 4 are seeded in the other semi�nal, and� 1 > � 2 > 1 = � 3 = � 4.
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12.

Proposition A3 reveals that in a semi�nal with two overcon�dent players, both players
can exert higher e�orts than if both were rational. It also shows that the identity of the
player who exerts the highest e�ort depends on the prize spread, on the con�dence gap,
� 1 � � 2, and the bias of the less overcon�dent player 2.

Part (i) tells us that the more overcon�dent player 1 exerts higher e�ort at equilibrium
when the prize spread is large and the con�dence gap is moderate.1 Part (ii) tells us that
the more overcon�dent player 1 exerts higher e�ort at equilibrium when the prize spread
is moderate, the con�dence gap is small, and the bias of the less overcon�dent player 2
is low. In this case both players exert higher e�ort than if both were rational.2 Finally,
part (iii) tells us that the less overcon�dent player 2 exerts higher e�ort at equilibrium
when either the prize spread is small, or the con�dence gap is large, or the con�dence
gap is small and the bias of the less overcon�dent player 2 is large.

Figure 1 illustrates result (ii) in Proposition A3. It depicts the best responses and
equilibrium e�orts in a semi�nal of an elimination contest whereu(w1) = 11, u(w2) = 1 ,
c = 1, and � = 0:9. Point E depicts the equilibrium when both players are rational.
Point E 0 below the 45 degree line depicts the equilibrium when player 1 is overcon�dent
with � 1 = 1:18, and player 2 is overcon�dent with � 2 = 1:07. These parameter values
satisfy the two inequalities in (ii) and hence the more overcon�dent player 1 exerts higher
e�ort at equuilibrium than the less overcon�dent player 2.

1When the con�dence gap becomes increasingly large, i.e., � 1 ! 1 , the right hand side of the inequality in part (i)

converges to �
� � +1

2 � +1
2 < 1. When the con�dence gap becomes increasingly small, i.e., � 1 ! � 2 , the right hand side of the

inequality in part (i) also converges to �
� � +1

2 � +1
2 which is less than 1. Hence, since the left hand side of the inequality in

part (i) is greater than 1, the inequality cannot be satis�ed when the con�dence gap is either too large or too small. These
two limits are computed at the end of the proof of the proposition.

2When � 1 ! 1 , the right hand side of the second inequality in part (ii) converges to �
� � +1

2 � +1
2 which is less than 1.

Hence, since the left hand side of the second inequality in part (ii) is greater than 1, the second inequality in part (ii) cannot
be satis�ed when the con�dence gap is large. When � 1 ! � 2 , the left hand side of the �rst inequality in (ii) converges

to �
� � +1

2 � +1
2 which is less than 1 and the right hand side of the second inequality converges to 3� +2

2� +1 �
� � +1

2 � +1
2 . Hence, the

two inequalities in (ii) can be satis�ed when the con�dence gap becomes increasingly small as long as the bias of the less
overcon�dent player 2 is low. These two limits are computed at the end of the proof of the proposition.
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